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a b s t r a c t 

Beyond CMOS, new technologies are emerging to extend electronic systems with features unavailable to 

silicon-based devices. Emerging technologies provide new logic and interconnection structures for com- 

putation, storage and communication that may require new design paradigms, and therefore trigger the 

development of a new generation of design automation tools. In the last decade, several emerging tech- 

nologies have been proposed and the time has come for studying new ad-hoc techniques and tools for 

logic synthesis, physical design and testing. The main goal of this project is developing a complete syn- 

thesis and optimization methodology for switching nano-crossbar arrays that leads to the design and 

construction of an emerging nanocomputer. New models for diode, FET, and four-terminal switch based 

nanoarrays are developed. The proposed methodology implements logic, arithmetic, and memory ele- 

ments by considering performance parameters such as area, delay, power dissipation, and reliability. With 

combination of logic, arithmetic, and memory elements a synchronous state machine (SSM), representa- 

tion of a computer, is realized. The proposed methodology targets variety of emerging technologies in- 

cluding nanowire/nanotube crossbar arrays, magnetic switch-based structures, and crossbar memories. 

The results of this project will be a foundation of nano-crossbar based circuit design techniques and 

greatly contribute to the construction of emerging computers beyond CMOS. The topic of this project 

can be considered under the research area of “Emerging Computing Models” or “Computational Nano- 

electronics”, more specifically the design, modeling, and simulation of new nanoscale switches beyond 

CMOS. 

© 2017 Elsevier B.V. All rights reserved. 
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1. Introduction 

CMOS transistor dimensions have been shrinking for decades in

an almost regular manner. Nowadays this trend has reached a crit-

ical point and it is widely accepted that the trend will end in a

decade [1] . Even Gordon Moore, who made the most influential

prediction in 1965 about CMOS size shrinking (Moore’s Law), ac-

cepted that his prediction will lose it validity in near future [2] .
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t this point, research is shifting to novel forms of nanotechnolo-

ies including molecular-scale selfassembled systems [3,4] . Unlike

onventional CMOS that can be patterned in complex ways with

ithography, self-assembled nanoscale systems generally consist of

egular structures. Logical functions and memory elements are

chieved with arrays of crossbar-type switches. This project targets

his type of switching crossbars by using models based on diodes,

ETs, and four-terminal switches [5–7] , as illustrated in Fig. 1 . In

articular, Fig. 2 shows three implementations of a specific Boolean

unction with these models. Among these models a model based

n four-terminal switches deserves a special mention. 

A four-terminal switch is specifically developed for crosspoints

f nanoarrays; note that each crosspoint has four neigbour cross-

oints. The four terminals of the switch are all either mutually
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Fig. 1. Different models of switching crossbars. 

c  

t  

h  

d  

c

 

a  

a  

o  

s  

p  

a  

s  

p  

c  

S  

p  

p  

c  

b  

l

 

[

2

2

 

t  

t  

t  

o

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

onnected (ON) or disconnected (OFF). If a controlling literal takes

he value of 1, the switch is ON; otherwise, it is OFF. On the other

and, diode and FET are conventional two-terminal switch based

evices, i.e., their two terminals are either connected (ON) or dis-

onnected (OFF). 

In this paper we describe the Marie Skłodowska-Curie grant

greement No 691178 (European Union’s Horizon 2020 research

nd innovation programme). Section 2 provides a general overview

f the project. The following sections summarize the obtained re-

ults and the main objectives identified in the first part of the

roject. In particular, Section 3 investigates logic synthesis and

rea optimization techniques for diode, FET, and four-terminal

witch based nanoarrays by comparing array sizes needed to im-

lement given Boolean functions. Section 4 shows a new de-

omposition method for the four-terminal switch based model.

ection 5 briefly discusses reconfiguration and redundancy ap-

roaches needed to face temporal and spatial variations of com-

onent electrical properties and hard faults. Section 6 introduces

apacitor-resistor models for diode, FET, and four-terminal switch

ased nano-crossbar arrays that are to be used for power and de-

ay analysis. Section 7 concludes the paper. 

This article is an extended version of the conference report in

8] . 
Fig. 2. Implementation of a Boolean function f = x 1 ̄x 2 + ̄x
. Overview of the project 

.1. Research objectives 

The main objective of this project is developing a complete syn-

hesis methodology for nanoscale switching crossbars that leads to

he design and construction of an emerging computer. To achieve

his objective, we follow a roadmap, illustrated in Fig. 3 , with sub-

bjectives listed below. 

1. Finding optimal crossbar sizes, modeling, and optimization:

Fundamentally, all building parts of a computer use Boolean

functions for their operations. Therefore, implementing Boolean

functions with optimal sizes significantly advances us toward

achieving our main goal. Besides size, other parameters such

as power consumption, delay, and reliability have been consid-

ered by developing related models. This part of the project has

been successfully concluded developing a systematic approach

for synthesis and performance optimization (see Sections 3 and

4 ). 

2. Implementing the elements by considering reliability, area, de-

lay, and power dissipation of the crossbars: We implement

arithmetic elements such as adders and multipliers, and mem-

ory elements such as flip-flops and registers as building blocks.

We also perform optimization for circuit performance parame-

ters using the specifics of applicable technologies. Our method-

ology will considers all circuit performance parameters. This

can allow us to compare our results with those of CMOS circuits

in a realistic and comprehensive manner. First, the trade-offs

between parameters will be investigated. Then, the specifics

of applicable technologies for the performance parameters will

be determined. Finally, a comprehensive optimization software

package for the concurrent physical and logical design of appli-

cable technologies will be revealed. 

3. Realizing a synchronous state machine (SSM): We will imple-

ment a SSM with a programmable multi-array (tile) architec-

ture such that each cross-point in arrays corresponds to a pro-

grammable four-terminal switch. We intend not to use any in-

dividual transistor and switch that causes interconnection prob-

lems and significantly worsens the density. Another potential

problem is signal quality degradation that could upper-bound

the number of separate arrays/crossbars in the architecture.

Conventionally, this problem is solved by adding simple restora-

tion circuits at the outputs of each circuit block (in our case a

crossbar). Unfortunately, this solution would be quite costly for

nano-crossbars since they are compact and hard-to-manipulate
 1 x 2 with a) diode, b) FET, and c) 4-terminal models. 
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Fig. 3. Project overview. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Array size formulas for diode and FET based implementations. 

Fig. 5. Array size formula for four-terminal switch based implementation. 
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structures. Another solution for the signal degradation problem

especially for memories is using accurate sense amplifiers that

should be built-in a crossbar memory using the same technol-

ogy. We have presented our preliminary results using mem-

ristor memory arrays [9] . Additionally, as a contingency plan,

we will design a single clocked programmable array that syn-

chronously restores the signals. 

2.2. State of the art 

Researchers have been interested in models of regular arrays

since the seminal paper of Akers in 1971 [10] . In recent years, this

interest sees a dramatic spike with the rise of emerging technolo-

gies based on regular arrays of switches [11] . Such technologies

have apparent advantages over conventional CMOS technologies,

such as high density (small area and delay) and easy manufactura-

bility due to self-assembly [4] . Our models target these emerging

technologies including nanowire/nanotube crossbar arrays, mag-

netic switch-based structures, and crossbar memories [12–15] . Us-

ing diode, FET, and four-terminal switch based models we aim to

achieve a synchronous state machine at the end of this project that

would be the first in the literature. 

3. Logic synthesis with area optimization for diode, FET, and 

four-terminal switch based nanoarrays 

In this section, we survey logic synthesis techniques for diode,

FET, and four-terminal switch based nanoarrays [16–19] . We

present experimental results on standard benchmark circuits to

compare array sizes needed to implement given Boolean functions.

For diode and FET based nanoarrays, Boolean functions are imple-

mented by using conventional techniques that are diode-resistor

logic and CMOS logic [16] . This implies an important constraint re-

garding nanoarray structures. Boolean functions should be imple-

mented in their sum-of-products (SOP) forms; other forms such as

factored or BDD (Binary Decision Diagram) cannot be used since

they require manipulation/wiring of switches that is not applicable

for self-assembled nanoarrays. 

Array sizes for diode and FET based nanoarrays: Given a tar-

get Boolean function f , we derive formulas of the array sizes. This

is shown in Fig. 4 . For diode based implementations, each prod-

uct of f requires a row (horizontal line), and each literal of f re-

quires a column (vertical line) in an array. Additionally, one extra

column is needed to obtain the output. For FET based implemen-

tations, each product of f and its dual, f D , requires a column, and

each literal of f requires a row in an array. As an example, consider

a target function f = x 1 x 2 + x 1 x 2 having 4 literals and 2 products;

f D = x x + x x has 2 products. This results in array sizes of 2 × 5
1 2 1 2 
nd 4 × 4 for diode and FET based implementations, respectively.

ote that both formulas, for diode and FET, always result in opti-

al array sizes; no further reduction is possible. 

Four-terminal switch based implementation considers each

rosspoint of an array as a four-terminal switch [7] . Four termi-

als of the switch are all either mutually connected (ON-logic 1

pplied) or disconnected (OFF-logic 0 applied). Boolean functions

re implemented with top-to-bottom paths in an array by taking

he sum (OR) of the product (AND) of literals along each path. This

akes Boolean functions implemented in their sum-of-products

SOP) forms. 

Array size for four-terminal switch based nanoarrays: Given a

arget Boolean function f , the array size formula can be derived by

onsidering that each product of f and its dual, f D , require an array

olumn and an array row, respectively. This is shown in Fig. 5 . As

n example, consider a target function f = x 1 x 2 + x 1 x 2 and f D =
 1 x 2 + x 1 x 2 both having 2 products. This results in an array size of

 × 2. 

Examining the array size formulas in Figs. 4 and 5 , we see that

hile the formulas in Fig. 4 always result in optimal sizes, the sizes

erived from the formula in Fig. 5 , that is, for four-terminal switch

ased arrays, are not necessarily optimal [7] . For example, consider

 target function f = x 1 x 2 x 3 + x 4 x 5 x 6 . It has only two products, but

ts dual has 3 2 = 9 products. With using the formula in Fig. 5 , an

rray with 9 rows and 2 columns would be required. This is not

n optimal solution. By placing 0’s between two columns imple-

enting the two products, one can implement the function with

n array having 3 rows and 3 columns. 

In the following part we present an algorithm that finds an

ptimal size implementation of any given target Boolean func-

ion. Finding whether a certain array with assigned literals to its

witches implements a target function is the main problem in find-

ng optimal sizes. This problem requires to check if each assign-

ent of 0’s and 1’s to the switches, corresponding to a row of
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he target function’s truth table, results in logic 1 (a top-to-bottom

ath of 1’s exists). To check this we have to enumerate all top-to-

ottom paths; the size of this task grows exponentially with the

rray size. This is a general statement that holds also for our al-

orithm described below. The presented algorithm is a preliminary

esult of an ongoing study. Although its performance for runtime

nd relatively for time complexity is not quite satisfactory, it gives

s an important inference: four-terminal switch based arrays over-

helm those based on two-terminal switches regarding the array

ize. 

Our simple brute force algorithm finds optimal array sizes to

mplement given target Boolean functions with arrays of four-

erminal switches in three steps: 

1. Obtain irredundant sum-of-products (ISOP) expressions of a

given-target function f T and its dual f T 
D . Determine the upper

bound (UB) on the array size using the formula in Fig. 5 . Ob-

tain the lower bound (LB) values directly from the lower bound

table proposed in [7] . 

2. List arrays with dimensions (R × C) between UB and LB and

sort them regarding array sizes in ascending order. While or-

dering, if the array sizes are the same – for example 3 × 5 and

5 × 3 – then first take the array having smaller number of rows.

Suppose that there are a total of N different arrays (R × C) 1 ...

(R × C) i ... (R × C) N in the list. For Step 3, start with i = 1

(1 ≤ i ≤ N). 

3. If the array can implement f T then the corresponding size

(R × C) i is the optimal size; otherwise increase i by one and re-

peat this step again. 

Complexity analysis of our algorithm is as follows. Suppose that

 target function f T and its dual f T 
D have n and m number of prod-

cts, respectively. Also suppose that f T has k variables. In Step 2,

he total number of arrays in the list is upper bounded by n × m by

sing the formula in Fig. 5 . In step 3, the worst-case time complex-

ty of checking if an array implements f T is O (2 k × n × m ). As a re-

ult, the worst-case complexity of the algorithm is O (2 k × n 2 × m 

2 ).

f course, this expression is for the worst-case; for most of the

ases a tiny percentage of 2 k truth table rows is used. In practical

erms, each of the results in Fig. 4 is obtained under a limit of 2

ours. Another perspective is hardware sharing. Especially if tar-

et functions with same variable sets (same truth table inputs) are

iven, hardware sharing is perfectly applicable in Step 3. 

Simulation results: In Fig. 6 , we report synthesis results for

tandard benchmark circuits. We treat each output of a benchmark

ircuit as a separate target function. The number of products for

ach target function f T and its dual f T 
D are obtained through sum-

f-products minimization using the program Espresso. The array

ize values for “Diode”, “CMOS”, and “4-terminal” are calculated by

sing the formulas in Figs. 4 and 5 . The array size values for “Opti-

al 4-terminal” are obtained using the presented optimization al-

orithm. Examining the numbers in Fig. 6 , we always see the same

equence from the worst to the best result as “CMOS”, “Diode”, “4-

erminal”, and “Optimal 4-terminal”. This proves that models based

n four-terminal switches overwhelm those based on two-terminal

witches regarding the array size. Further, the numbers obtained

y our optimal synthesis method [16,18] compare very favorably to

he numbers obtained by the previous method [7] . 

. Lattices and decomposition methods 

An important issue in logic synthesis is to produce efficient

mplementations of single or multi-output Boolean functions.

he standard CMOS synthesis is typically performed with Sum of

roducts (or SOP) minimization procedures, leading to two-level

ircuits. Two-level logic minimization has been one of the most

tudied problems in logic synthesis. Big effort s have been done
o obtain efficient Sum of Products minimization procedures and

heir related CAD tools. Whereas research and synthesis tools for

OP minimization are quite mature and consolidated, the study of

etworks for new technologies is still at early stages. In particular,

our-terminal switching lattice synthesis has been just studied in

ome recent works [7,16–20] . 

In this section we briefly present some new results obtained

ithin this project, that show how the cost of implementing a

our-terminal switching lattice could be mitigated by exploiting

oolean function decomposition techniques. The basic idea of this

pproach is to first decompose a function into some subfunctions,

ccording to a given functional decomposition scheme, and then to

mplement the decomposed blocks with separate lattices, or phys-

cally separated regions in a single lattice. Since the decomposed

locks usually correspond to functions depending on fewer vari-

bles and/or with a smaller on-set, their synthesis should be more

easible and should produce lattice implementations of smaller

ize. In the framework of switching lattice synthesis, where the

vailable minimization tools are not yet as developed and ma-

ure as those available for CMOS technology, reducing the synthe-

is of a target Boolean function to the synthesis of smaller func-

ions could represent a very beneficial approach [21,22] . As a first

ork for this project, we have focused on the particular decompo-

ition method that gives rise to the bounded-level logic networks

alled P-circuits [22–24] . P-circuits are extended forms of Shannon

ofactoring, where the expansion is with respect to an orthogonal

asis x i � p (i.e., x i = p), and x i �p (i.e., x i � = p ), where p is a func-

ion defined over all variables except for a critical variable x i (e.g.,

he variable with more switching activity or with higher delay that

hould be projected away from the rest of the circuit). They can be

efined as follows: 

-circuit ( f ) = ( x i � p) f = + (x i � p) f � = + f I 

here I is the intersection of the projections of f onto the two sets

 i = p and x i � = p , and 

1. ( f | x i = p \ I) ⊆ f = ⊆ f | x i = p 
2. ( f | x i � = p \ I) ⊆ f � = ⊆ f | x i � = p 
3. ∅ ⊆ f I ⊆ I . 

This definition can be easily generalized to incompletely spec-

fied Boolean functions. Thus, the synthesis idea of P-circuits is to

onstruct a network for f by appropriately choosing the sets f = ,
 

� = , and f I as building blocks. 

The same idea can be exploited in the switching lattice frame-

ork: the subfunctions f = , f � = , and f I depend on n − 1 variables

nstead of n , they have a smaller on-set than f , and their lattice

ynthesis should produce lattices of reduced area. Therefore, the

verall lattice for f derived composing minimal lattices for f = , f � = ,
nd f I , could be smaller than the one derived for f without exploit-

ng its P-circuits decomposition. This expectation has been con-

rmed by a set of experimental results, (see [25] ), where the utility

f the decomposition-based approach has been evaluated applying

he two synthesis methods presented in [7] and in [20] . These re-

ults demonstrate that lattice synthesis benefits from this type of

oolean decomposition, yielding smaller circuits with an affordable

omputation time (even less in some cases). Indeed, in 30% of the

nalyzed cases the synthesis of switching lattices based on the P-

ircuit decomposition of the logic function allows to obtain a more

ompact area in the final resulting lattice, with an average gain of

t least 20%. 

We can address more complex types of decompositions, both

ithin the class of P-circuits (with more expressive projection

unctions p ) and beyond. In particular, we also consider a de-

omposition scheme that can be applied to lattice synthesis of

 special class of regular Boolean functions called D-reducible

unctions. D-reducible functions [26] are functions whose points
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Fig. 6. Array sizes of three different nano-crossbar based logic families [16,18] . 
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c  
are completely contained in an affine space strictly smaller than

the whole Boolean cube {0, 1} n . A D-reducible function f can be

written as f = χA · f A , where A is the smallest affine space that

contains the on-set of f, χA is the characteristic function of A , and

f A is the projection of f onto A . Notice that f and f A have the same

number of points, but these are now compacted in a smaller space.

The D-reducibility of a function f can be exploited in the lattice

synthesis process: the idea is to independently find lattice imple-

mentations for the projection f A and for the characteristic function

χA of A , and then to compose them in order to construct the lat-

tice for f . Since the two functions f A and χA depend on fewer vari-

ables than the original function f , their synthesis is more feasible

and can produce lattice implementations of smaller area. 

The area of the overall lattice can be further reduced exploiting

the peculiar structure of the characteristic function χA , that rep-

resents the minterms of an affine subspace of {0, 1} n . To this aim,

we can synthesize compact lattices of affine spaces whose charac-

teristic function is represented by the product of single literals and

XOR factors of two literals. The experimental results validate the

approach, demonstrating that the lattice synthesis based on the D-

reducibility property allows to obtain a more compact area in 15%

of the considered cases, with an average gain of about 24%. More-

over, the experimental results show that we can reduce the syn-

thesis time of the lattices of about 50%, with respect to the time

needed for the synthesis of plain lattices [27] . 

5. Built-in variation, defect, and fault tolerance 

One of the main focuses of this project is development of de-

fect, variation and fault tolerant techniques in the presence of high

defect densities and extreme parametric variations, particularly for

crossbar array nano-architectures. To tolerate high defect rates and

variations, our revolutionary approach is to integrate defect toler-

ance to improve the manufacturing yield (for fabrication defects),

fault tolerance to ensure the lifetime reliability (for errors dur-

ing normal operation), and variation tolerance to ensure the pre-

dictability and performance (for parametric variations), in the de-

sign methodologies for future nanotechnologies. Adaptive and built-

in defect, variation and fault tolerant design flows, fundamentally
ifferent from conventional approaches, are proposed in which the

bjective is to ensure high manufacturing yield and runtime re-

iability of the circuit at extremely low costs. We plan to exploit

he opportunities created by this nanotechnology such as repro-

rammability and abundance of programmable resources to pro-

ide defect, variation and fault tolerance. 

.1. Built-in self-testing (BIST) and self-diagnosis (BISD) 

New nanomanufacturing process techniques and steps for nano-

cale devices that are conceptually different from conventional

ithography-based process techniques may result in new failure

echanisms not completely understood today. Therefore, test tech-

iques for such systems should not be restricted to a particular

ault model, but be very comprehensive to cover all logical fault

odels. 

The main novelties of our proposed BIST are 100% exhasutive

overage of all logic-level faults (including stuck-at, bridging, open,

nd functional faults) and minimality of test vector and configura-

ions set. Our proposed approach is based on implementing single-

erm functions in all crossbars during the test mode which al-

ows propagation of all sensitized faults to the outputs, and hence,

etection [28,29] . The truth table of a single-term function con-

ists of only one minterm or one maxterm. The input pattern

orresponding to that minterm (maxterm) is called activating in-

ut (AI). A single-term function can be viewed as an AND (OR)

unction with possible inversions at the inputs and/or output, e.g.

 = A + B ′ + C ′ + D with AI F : ABCD = 0110 . If the primary inputs to

 logic network of single-term functions are assigned such that the

nputs to each single-term function is its activating input, then all

subsets of multiple) sensitized faults in the network will be de-

ected. Fig. 7 shows an example of a network of single-term func-

ions with test vector 10 0 011. This test vector results in activat-

ng inputs at the inputs of all single-term functions in this logic

etwork. All sensitized faults (including all multiple subsets), i.e.

tuck-at- v for all the nets with value v ′ and bridging faults for all

airs with opposite values, are detected. 

By implementing different sets of single-term functions in

rossbars and applying appropriate test patterns to sensitize all
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Fig. 7. A logic network of single-term functions. 

f  

r  

s  

b  

a  

t  

t  

w  

b

 

i  

o  

n  

b  

r  

t  

c  

o  

a  

s  

s  

v  

d  

t  

i  

b  

c

5

 

a  

p  

i  

t  

m  

b  

s  

n  

p  

t  

m

 

p  

c  

t  

f  

d  

o  

p  

c  

a

 

f

 

I  

e  

c  

c  

u  

i  

f  

a  

a  

a  

l  

s

 

b  

c  

d  

a  

t  

r  

c  

i  

e  

s  

i  

p  

m

 

a  

i  

n  

t  

B  

i  

q  

a

 

m  

a  

g  

b  

(

5

 

l  

s  

a  

d  

i  

c  

a  

F  
aults, all crossbars can exhaustively be tested. In each test configu-

ation, a subset of faults are sensitized and then the corresponding

ingle-term functions are implemented in the logic blocks (cross-

ars). A set of test configurations is then required to cover all faults

nd achieve 100% coverage. Test vector and configuration genera-

ion process can be fully automated. The number of test configura-

ions is logarithmic to the size of array [30] . For instance, a design

ith one billion (10 9 ) nets can exhaustively be tested for all possi-

le 10 18 logic-level faults in only 30 test configurations. 

Diagnosis is achieved by selecting the subset of sensitized fault

n each test configuration in such a way that the pass/fail outcomes

f test configurations uniquely encodes the faulty resources. The

umber of diagnosis configurations is also logarithmic to the num-

er of faults. The subsets of sensitized faults in diagnosis configu-

ations can be modeled by block codes. Each diagnosis configura-

ion represents a code word and sensitized faults in each diagnosis

onfiguration are bit positions in the corresponding code word. In

rder to achieve multiple fault diagnosis, block codes with desir-

ble distance d min ( t = � (d min − 1) / 2 	 error correcting capability),

uch as BCH codes [31–33] , need to be considered and the corre-

ponding diagnosis configurations (single-term functions and test

ectors) can be generated. In this case, any required t multiple fault

iagnosis within each crossbar can precisely be diagnosed. Note

hat since all n crossbars are tested and diagnosed simultaneously

n the proposed BIST/BISD scheme, n.t multiple faults in the cross-

ar array can be diagnosed with only O (t + log n ) test/diagnosis

onfigurations [34] . 

.2. Built-in self-mapping (BISM) 

Since it is expected that all manufactured nano-chips contain

 considerable percentage of defects even in a mature fabrication

rocess, defect tolerance is inevitable. The goal of defect tolerance

s to bypass defective resources using test and diagnosis informa-

ion. Since defects are device specific, this part of the design flow,

apping the application and bypassing defective resources, has to

e device specific as well. However, the information required for

uch mapping, which is obtained only after test and diagnosis, is

ot available at the design time. Therefore, some parts of the ap-

lication mapping phase have to be postponed from design time

o the test time . Nevertheless, we propose a novel design flow to

inimize such per-chip customized design effort s in Section 5.3 . 
As parts of the design flow are shifted to the test time, we

ropose a built-in self-mapping (BISM) approach to minimize per-

hip customized mapping effort s. BISM allows the crossbar array

o be configured by the on-chip interface circuitry and bypass de-

ective resources. It also reduces physical design efforts in which

etailed placement and routing will be performed on-the-fly. In

ther words, only global placement and routing has to be com-

leted at the design time and detailed configuration of individual

rossbars (for logic mapping or signal routing) will be determined

t the configuration time by BISM. 

We propose the following BISM schemes depending on the de-

ect density level. 

Blind BISM. This is the simple and fast implementation of BISM.

n this scheme, a random configuration for the crossbar is gen-

rated on-the-fly and then application-dependent BIST is used to

heck whether this configuration is defect-free. The above pro-

ess is repeated if BIST detects any fault in the generated config-

ration. Blind BISM is suitable for low defect densities in which

t is expected that a randomly generated configuration is defect-

ree with a high probability such that few configuration retries

re performed. Since no application-independent test is performed

nd no diagnosis is involved (neither application-independent nor

pplication-dependent), blind BISM is very fast and effective for

ow defect-densities. The self-reconfiguration circuitry is also very

imple and small. 

Greedy BISM. When defect density is high, blind BISM approach

ecomes ineffective due to too many configuration retries. In this

ase, greedy BISM is performed as follows. It starts with a ran-

om configuration followed by BIST. If the configuration is failed,

pplication-dependent BISD is performed to identify the defec-

ive resources utilized in the most recent configuration. The self-

econfiguration uses the diagnosis information to only bypass (re-

onfigure) the defective parts of that configuration. This process

s repeated until the last configuration is defect-free. Note that

ach retry phase in greedy BISM takes longer than blind BISM

ince application-dependent BISD is used and self-reconfiguration

s more complex. However, the number of retries is smaller com-

ared to blind BISM for higher defect densities, resulting in shorter

apping time in overall. 

Hybrid BISM. This BISM procedure is the combination of the

bove procedures and works for all defect densities and also var-

ous defect density distributions across different crossbars in a

ano-chip, i.e. ideal for both global and local defect density varia-

ions. In hybrid BISM, the BISM procedure initially starts with blind

ISM. If it is not successful after a pre-defined number of retries,

t automatically switches to greedy BISM. The hybrid approach can

uickly configure the crossbars with smaller defect densities and

lso performs well on crossbars with higher defect densities. 

Fig. 8 shows the number reconfiguration retries for defect-free

atching (used for logic mapping and signal routing) in 16 × 16

nd 32 × 32 crossbars for various defect densities using blind and

reedy BISM. The number of BISM retries as well as the num-

er of test configurations (blind BISM) and diagnosis configurations

greedy BISM) have been considered here. 

.3. Application-Independent defect tolerant flow 

In the conventional defect tolerant flow, the existence and the

ocation of defective elements are identified using test and diagno-

is steps and stored in defect map . Defect tolerance is achieved by

voiding defective resources in the physical design flow using the

efect map. Particularly, placement and routing phases of the phys-

cal design use the defect map in order to map the design to the

rossbar array (the link from physical design back to the crossbar

rray) by using only defect-free resources. This flow is shown in

ig. 9 (a). We call this flow defect-aware since design phases use the
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Fig. 8. The number of configuration retries (a) 16 × 16 crossbar (b) 32 × 32 crossbar. 

Fig. 9. (a) Traditional defect-aware design flow (b) The proposed defect-unaware 

design flow. 
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defect map information. However, due to prohibitively large size of

defect map and per chip customization of entire design flow, this

traditional approach cannot be used for high-volume production of

nano-chips. 

Most drawbacks of the traditional defect-aware flow are due

to the fact that this method is application dependent , i.e. defects

are handled in a per-application basis. In contrast to the defect-

aware design flow, we propose a defect-unaware design flow to

tolerate defects in crossbar arrays. This design flow is shown in

Fig. 9 (b). In this flow, defect tolerance is performed once and the

same recovered (defect-free) set of resources are used for all ap-

plications. In the proposed flow, almost all design steps remain

unaware of the existence and the location of defects within the

nano-chip. The key idea in the proposed defect-unaware flow is to

identify universal defect-free subsets of resources within the orig-

inal partially-defective nano-chip. All design steps work with this

universal defect-free subset of the chip called the design view . The

size of these “universal” subsets is identical for all nano-chips fab-

ricated in the same process environment (similar defect densities).

Also, these universal defect-free subsets remain unchanged for dif-

ferent applications mapped into the same nano-chip, making this

approach application-independent . There is a final mapping phase,

with very low complexity, at the end of physical design flow that

makes the connection between the defect-free design view and the

actual physical view of the nano-chip which contains actual defects.

This is the only defect-aware step which has to be performed per

chip. This final mapping phase will be implemented as a part of

the proposed BISM approach. 
The main idea of this mapping flow is to make some of the

efect tolerant flow generic and independent of individual fabri-

ated crossbars and chips, and then some final mapping has to be

one in a per-chip basis. This is in contrast with the traditional

ow that the entire physical design and mapping steps are done

n per-chip basis. The “generic” part of the flow has to work with

 generic model of crossbars and should only work with expected

efect distribution. This means that for a fabricated NxN cross-

ar, there will be a k × k defect-free subset assumed ( k < N ), which

annot be adjusted in a crossbar basis, otherwise it would defeat

he purpose of “generality” and “device independence”. As the re-

iewer also mentioned, in reality, the same value of k cannot be

uaranteed for all crossbars. Therefore, at a higher level, a notion

f crossbar yield comes to the picture, which means whether the

ctual defect-free subset of a particular crossbar is at least k × k .

therwise, that crossbar is marked as defective and unusable. In

ther words, the actual crossbar is either usable (has a defect-free

ubset of at least k × k ) or unusable. This information can be used

n global mapping phase and high-level defect and fault tolerant

cheme, which is in our future work. 

.4. Built in self reconfiguration and adaptation 

As it has been already proved, future complex devices based on

anowire crossbars provide better density over conventional CMOS

evices due to the new methods for growing and assembling. They

re also a very good candidate for future high density intercon-

ects, combinational circuits and storage parts. Some of the poten-

ial solutions are of regular types [35] , others based on memristive

etworks are irregular structures [36] . 

These technologies are highly sensitive to design variations, de-

ects and intermittent faults, or susceptible to environmental fac-

ors, such as thermal stress, radiation, and so on. It may result

n crossbars structures with high number of defect rates related

o manufacturing or environmental constraints, much more than

hat are considered today in conventional CMOS technologies.

hese threats can be seen as major obstacles to adopting and us-

ng such architectures and technologies to build future application

pecific circuits or even processors. 

Once the crossbar array size is determined and the defect map

s provided with BISM methodology, built in self reconfiguration

nd adaptation architectural schemes can be also designed to cope

ith higher defect level. In most of the cases they are using addi-

ional spare units. As a matter of fact, new fault tolerant design

aradigm is needed, since with such high defect densities both

he regular resources and the redundant ones will be affected by
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Fig. 10. Reconfiguration technique for a crossbar array implemented with spare single function units. (a) shows the global architecture (for k = 3 and n = 4 ). (b) shows the 

connection with BIST unit. 
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Fig. 11. A nano-crossbar cell and its different forms for diode, FET, and 4-terminal 

switch based crosspoints. 
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he defects, disabling the basic principle of traditional fault toler-

nce (use of a fault-free redundant unit to perform the job of a

aulty regular unit). When the defect level exceeds the capability

f the BSIM tool, this possibility allows to provide enough spares

n the form of k additional column-like units. This is solution is

asier to implement and design as the complexity of the reconfig-

ration functions are easier to master. Specific min-terms functions

n the spare independent columns can be implemented and used

y the reconfiguration functions. These functions could repair mul-

iple faults affecting both the regular and spare elements and per-

orm the repair by means of a single test/repair pass. The scheme

lso minimizes the hardware cost for implementing the repair con-

rol and for storing the reconfiguration information. It optimizes

he BISR cost and the repair efficiency. These are important at-

ributes when we have to consider high defect densities. The gen-

ral architecture of this approach is presented in Fig. 10 . 

We dispose of (n, n + k ) crossbar, where n × n is the size of the

nitial functional units in the crossbar and k the number of spares

vailable in a column like organization ( k ≥ 0). The results of cross-

ar testing performed by means of the BIST/BISD comparison oper-

tions are stored in the n + k F&D registers, and point out exactly

he location of the defect, selected by the value of the address bits

 1 , A 2 , . . . , Ar at MUX ( Fig. 10 (b)). The reconfiguration logic drives

he MUXes1 (which are also shown in Fig. 10 (a)) performing the

epair. These MUXes connect the right-most functional units to the

 fault-free spares. This reconfiguration can be done at static level

nd the granularity n can be chosen base on the crossbar size

nd the defect level. Evaluations on different sizes, defect levels

nd functions are currently under study, but preliminary results al-

ow successfully combining faulty regular and with fault-free spare

nits, but also faulty functional with faulty spare units (in case of

 high defect density) to create a fault-free unit. The combination

orks as far as the two units are affected by faults involving the

ame polarities or errors. 

. Capacitor-resistor modeling 

Previous studies on performance modeling and analysis of

anoarrays lack of accuracy and comprehensiveness. Capacitor-

esistor models and their parameter values are determined

ith weak assumptions without in depth analysis of nano-array

echnologies [37] . Additionally, some studies exploit current or
redictive technology models for nanoscale CMOS which certainly

as major differences from nanoarray based technologies, both in

esign and manufacturing levels [38,39] . In this part, we aim to

vercome these shortcomings by introducing accurate modeling

nd performance analysis techniques for nano-crossbar arrays [40] .

Nano-crossbar arrays are regular structures consisting of iden-

ical crosspoint cells. Fig. 11 illustrates a cell with the proposed

apacitor-resistor placements. It consists of two crossed lines/wires

ith intersecting parts shown in green and nonintersecting parts

hown in grey. The intersecting part is expected to behave as an

lectronic component such as a diode, a FET, or a switch. We

odel this part with wire resistors and four identical crosspoint

apacitors C CP ’s. The reason of using four capacitors instead of one

s the necessity of considering resistances between N 1 -N 2 and N 3 -

 4 nodes. Using a single crosspoint capacitor is only applicable

f these resistances are negligibly small. For the nonintersecting

arts, we use a wire resistor R w 

and a wire capacitor C w 

that is

omposed of parasitic wire, parallel wire, wire-layer, and wire-bulk

apacitors. Other parameters defined are wire diameter D , layer

hickness t l (between wires), and pitch size p w 

(distance between

arallel wires). 
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Fig. 12. Capacitor and switch placements for crosspoints based on a) diode, b) FET, 

and c) four-terminal switch (N 1 -N 2 : upper, N 3 -N 4 : lower). 

Fig. 13. C CP and its equivalent capacitors a) C CP−eq v −1 on V 1 and b) C CP−eq v −2 on V 2 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 14. Our crosspoint models using a) real crosspoint capacitors and b) their 

equivalent grounded capacitors. 
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We explicitly show our model’s applicability for three different

technologies of nanowire crossbar arrays where each crosspoint

behaves as a diode, a FET, and a four-terminal switch as shown

in the upper part of Fig. 11 . Here, along with wire resistors we use

switches having series ON and OFF parasitic resistances. For the

diode-based crosspoint, it is assumed that the upper and the lower

wires are p -type and n -type nanowires, respectively. The crosspoint

is modeled with a switch, representation of a pn -diode four capaci-

tors, and four wire resistors. For the FET based crosspoint, the layer

between two wires acts as an insulator, so no current flows be-

tween the wires. The upper wire is modeled with a resistor and

the lower wire is modeled as a switch controlled by the upper

wire’s voltage. Since the upper wire does not conduct current, N 1 

and N 2 nodes are shorted that results in two crosspoint capacitors,

each having a value of 2 C CP . For the four-terminal switch based

crosspoint, the upper and the lower wires are identically modeled

using total of four capacitors and four switches. Here, current can

flow in multiple directions. Comparison of these three models with

neglected wire resistors is visualized in Fig. 12 (N 1 -N 2 : upper, N 3 -

N 4 : lower). 

Simplified power-delay model 

We simplify our capacitor-resistor models with an aim of effec-

tively using them for power and delay analysis [40] . We transform

in-between node capacitors C CP ’s, shown in Fig. 12 , into grounded

equivalent node capacitors C CP−eq v ’s that is to be compatible with

the Elmore delay model. Miller theorem is used for this purpose.

Equivalent grounded capacitors for C CP ’s are obtained with the for-

mulas given in Fig. 13 . Formulas are derived by exploiting the con-

servation of the capacitor charge Q C ; recall that I C = C × dV C 
dt 

and

�Q C 
∼= 

C ×�V C . 

Our crosspoint model and its equivalent with grounded ca-

pacitors are shown in Fig. 14 a and b, respectively. There are two

criteria for comparing these two models: (1) effectiveness of

using them in power-delay analysis, and (2) accuracy and easiness

of calculating related capacitor values. For the first criteria, the

model in Fig. 14 b overwhelms the other; grounded capacitors are

highly desired both in circuit simulations and hand calculations.

However, things are reversed for the second criteria. Since we

define C ’s with physical reasoning, we can calculate their values
CP 
sing technology parameters such as distances, concentrations,

nd physics constants. On the other hand, accurately calculating

he values of C CP−eq v ’s necessitates to know node voltage values

nd this might not be practical regarding that node voltages are

ynamically changing between a supply voltage and a ground,

amely V DD and GND = 0V. This problem can be solved using

n assumption of C CP−eq v = 3 C CP to calculate C CP−eq v at the cost of

ower accuracy [40] . This assumption along with other probable

ssumptions are thoroughly justified in the referred paper. 

In simulations with Spice (circuit simulation tool), we see that

ven for small crossbars having less than 10 crosspoints, the model

n Fig. 14 a requires a large computational load that results in im-

ractical runtimes needed to have delay and power values. On the

ther hand, using the model in Fig. 14 b with an assumption of

 CP−eq v = 3 C CP is very efficient in terms of the computing time. Also

t is reported that the delay values obtained with this model devi-

ted only 3% in average from the values using the model in Fig. 14 a

40] . 

. Conclusion 

In this paper we have summarized the results obtained in the

rst part of the project. In particular, we have investigated logic

ynthesis and area optimization techniques for diode, FET, and

our-terminal switch based nanoarrays. We have proposed new de-

omposition methods for the four-terminal switch based model.

e have also studied defect, variation and fault tolerant techniques

n the presence of high defect densities and extreme paramet-

ic variations, particularly for crossbar array nano-architectures. Fi-

ally, we have introduced capacitor-resistor models for power and

elay analysis. 

Integrating a new technology into a mature industry such

s the semiconductor industry is a long road in which de-

ice performances and manufacturability have to be developed

ointly through a blend of advanced research, technology devel-

pment and industry-compliant implementation. One of the ma-

or promises of emerging nanotechnologies for on-chip applica-

ions is ultimate integration density, manufacturing and integration

ost reduction, and the reduction of power consumption. How-

ver, there is a big gap in 1) extending the existing electronic de-

ign automation flow for emerging technologies in order to intro-

uce them in the architecture and system design in a systematic-

ay, and 2) novel computer architecture systems based on emerg-

ng technologies to provide high performance and minimize power

onsumption at the same time. Therefore, future work on this

roject includes the introduction of hybrid EDA flow as well as

merging computer architectures by gathering well respected ex-

erts working in these broad fields. In particular, the remaining

art of the project will focus on implementation of logic, arith-

etic, and memory elements, in order to realize a nano-crossbar

ased synchronous state machine. 
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